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Abstract
References, the mechanism scientists rely on to signal previous knowledge, lately have turned into widely used and misused measures of 
scientific impact. Yet, when a discovery becomes common knowledge, citations suffer from obliteration by incorporation. This leads to 
the concept of hidden citation, representing a clear textual credit to a discovery without a reference to the publication embodying it. Here, 
we rely on unsupervised interpretable machine learning applied to the full text of each paper to systematically identify hidden citations. 
We find that for influential discoveries hidden citations outnumber citation counts, emerging regardless of publishing venue and 
discipline. We show that the prevalence of hidden citations is not driven by citation counts, but rather by the degree of the discourse 
on the topic within the text of the manuscripts, indicating that the more discussed is a discovery, the less visible it is to standard 
bibliometric analysis. Hidden citations indicate that bibliometric measures offer a limited perspective on quantifying the true impact 
of a discovery, raising the need to extract knowledge from the full text of the scientific corpus.
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Significance Statement

When a discovery or technique becomes common knowledge, its citations suffer from what Robert Merton called “obliteration by in-
corporation.” This phenomenon leads to the concept of hidden citations, representing unambiguous textual references to a discovery 
without an explicit citation to the corresponding manuscript(s). Previous attempts to detect hidden citations have been limited to 
manually identifying in-text mentions. Here, we use machine learning to systematically identify hidden citations, finding that they 
emerge regardless of publishing venue and discipline, their frequency being influenced by the level of discussion within manuscript 
texts. Hidden citations lead to inevitable credit distortion and capture the “burden” of success in science: the more widely a concept is 
used, the more hidden it is from standard bibliometric analysis.

Competing Interest: A.-L.B. is co-scientific founder of and is supported by Scipher Medicine, Inc., which applies network medicine strat-
egies to biomarker development and personalized drug selection. 
Received: February 6, 2024. Accepted: April 2, 2024 
© The Author(s) 2024. Published by Oxford University Press on behalf of National Academy of Sciences. This is an Open Access article 
distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs licence (https://creativecommons.org/ 
licenses/by-nc-nd/4.0/), which permits non-commercial reproduction and distribution of the work, in any medium, provided the original 
work is not altered or transformed in any way, and that the work is properly cited. For commercial re-use, please contact reprints@oup.-
com for reprints and translation rights for reprints. All other permissions can be obtained through our RightsLink service via the Pe-
rmissions link on the article page on our site—for further information please contact journals.permissions@oup.com.

Introduction
“We stand on the shoulders of giants,” the oft-quoted statement 
acknowledging the cumulative nature of knowledge, has an expli-

cit carrier in the contemporary scientific discourse: the citation. 

Since the 1960s, references—which serve primarily as a mechan-

ism to signal prior knowledge, enhance credibility, and protect 

against plagiarism—have taken on a secondary role of allocating 

scientific credit, turning into an often used and misused measure 

of scientific impact (1–3). Yet, when a discovery or technique be-

comes common knowledge to such a degree that it does not war-

rant citation any longer, citations suffer from what Robert Merton 

in 1968 called “obliteration by incorporation (OBI) (4, 5).” For ex-

ample, concepts like general relativity or black hole evaporation 

today are so embedded into scientific literacy, that only rarely 

do manuscripts focusing on the topics cite Einstein’s 1915 work 

(6) or Unruh’s 1976 paper (7). As a consequence, foundational 

ideas of science are undercited, without being underused. This 

phenomenon leads to hidden citations, representing unambigu-

ous allusions to a body of knowledge without an explicit citation 

to the manuscript(s) that introduced it. Hidden citations, also 

known as implicit, indirect (8) or informal citations (9), can also 

be induced by restrictions imposed by publishing venues on the 

number of references, prompting authors to cite reviews and 

books to signal a wider body of knowledge, rather than crediting 

the original discoveries. While Merton considered such hidden ci-

tations the highest level of acknowledgement—a badge of honor, 
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rather than a negative effect (4), such credit is no longer accessible to 
traditional bibliometric measures. In the era when citations are 
widely used as measures of impact (10–18), hidden citations remain 
hidden—not to human beings—but to the quantitative and statistical 
tools frequently used to quantify scientific credit. This leads to sys-
tematic distortion of the credit landscape, diminishing the quanti-
fiable impact of the very discoveries that define scientific progress.

Previous attempts to detect hidden citations have been limited 
to manually searching and identifying in-text mentions such as 
“Southern blot (8),” “density functional theory (9),” “Nash equilib-
rium (19),” “evolutionarily stable strategy (20),” and “bounded ra-
tionality (21, 22).” Yet, the lack of automated methodology for 
determining in-text allusions [including eponyms (23, 24), relating 
a person to a discovery] and their corresponding primordial refer-
ences (25) has limited our ability to understand the prevalence of 
hidden citations to a narrow corpus of manually inspected papers, 
raising the need for “a more comprehensive estimate of uncited-
ness (8).” Here, we fill this gap by using machine learning to auto-
matically detect catchphrases (19), representing in-text allusions to 
specific discoveries, matching them with the appropriate primor-
dial references called foundational papers. The method allows us to 
systematically identify hidden citations across the whole scientif-
ic literature, and to trace the factors responsible for credit distor-
tion. As roughly 90% of obliteration by incorporation happens in 
the main text of a manuscript (21), we apply machine learning 
to the full text, helping us better capturing the accumulation 
and distortion of credit in science.

Results
Each scientific discovery builds on a body of knowledge embodied 
by latent topics that are topically named within a manuscript and 
accompanied by citations to the foundational papers. For ex-
ample, papers focusing on anti-de Sitter/conformal field theory 
(AdS/CFT), exploring the correspondence between general relativ-
ity and quantum field theory, cite the 1999 paper that introduced 
the concept (Fig. 1a).  Yet, many papers on AdS/CFT use language 
that for experts unambiguously defines the paper’s topic, without 
citing the foundational work. To identify such hidden citations, 
we use the Latent Dirichlet Allocation (LDA) model (27, 28) to de-
tect topics in the text of a publication, inferring latent topical 
structures from a corpus of full-text citation contexts based on 
symbolic natural language processing and Bayesian inference. 
In contrast with neural-network-based Word2Vec (29) or BERT 
(30), the LDA model is an unsupervised machine learning ap-
proach that is interpretable, allowing us to associate the out-
comes of LDA with confidence levels through transparent 
probabilistic logic (see Materials and methods).

We identified 343 topics in physics that accumulate hidden ci-
tations, each with at least one catchphrase and at least one foun-
dational paper (see Materials and methods). Shown as examples 
are four topics uncovered by the algorithm (Fig. 1b), as well as 
the followers of each topic (Fig. 1c–f), defined as papers that either 
cited the foundational papers of the given topic or mentioned the 
corresponding topic-specific catchphrases, or both (see Materials 
and methods). For example, the orange regions denote the tem-
poral evolution of the number of papers that simultaneously 
cite the foundational papers and carry the respective catch-
phrases. The top green region captures hidden citations, counting 
papers that make an unambiguous textual reference to the topic 
but fail to cite any of the foundational papers. For example, less 
than half of the papers that use the catchphrases of “AdS/CFT” 
cited any of the two foundational papers: 1999 paper by 

Maldacena and 1998 paper by Gubser et al. (Fig. 1c). Taken to-
gether, we find that for the four topics featured in Fig. 1(b), hidden 
citations correspond to 65.8%, 61.7%, 34.6%, and 52.3% of all de-
tectable credit since the publication of the respective topic’s first 
foundational paper, overcoming the bibliometrically quantifiable 
and tabulated citations.

The high proportion of hidden citations prompts us to calculate 
the temporal changes in the conditional probability that a paper 
that mentions the topic-specific catchphrases cites the founda-
tional papers, p(cite |mention) (Section S9). We find that the prob-
ability that the foundational papers are cited drops by 
approximately 20% after 20 years (Fig. 2a), indicating that the re-
liance on hidden citations, hence OBI, strengthens over time.

Do hidden citations correspond to pure untracked credit [a.k.a. 
implicit citations (8)], or is credit diverted to other works [a.k.a. in-
direct citations (8)]? To distinguish these two mechanisms, we 
identified the most frequently cocited publications accompanying 
a hidden citation. We find that for “AdS/CFT” the most cited alter-
native is a review coauthored by the authors of the two founda-
tional papers, and for “DMRG” the most cited alternatives are 
two books (Fig. 3a). Credit is also diverted to applications of the 
topic, such as the application of AdS/CFT to topological quantum 
field theory, or to extensions on the topic, like in the expanded 
“BOSS” datasets (Fig. 3a). Overall, we find that the works that col-
lect the credit from hidden citations tend to cite the foundational 
papers, or cite papers that in turn cite the foundational papers 
(Fig. 3b). Indeed, around 60% of hidden citations have a citation 
path length of 2 to the foundational papers (Fig. 3c–f). indicating 
that hidden citations do cite and give credit to papers whose topics 
closely relate to the foundational papers. To determine whether 
the previously observed increase in reliance on hidden citations 
over time (Fig. 2a) is dominated by implicit citations or indirect ci-
tations, we recalculated the temporal changes (Fig. 2a), this time 
also including indirect citations, i.e. the hidden citations that 
have a citation path length of at most 2. We find now that p[(cite + 
indirectly cite) |mention] increases with time (Section S10), indi-
cating that the increasing reliance on hidden citations is accom-
panied by an increasing tendency to divert credit to other works.

As Fig. 2(b) shows, topics with more citations (c) tend to accu-
mulate more hidden citations (h), a trend approximated by a sub-
linear dependence h ∼ c0.763, indicating that on average a topic 
with 5,000 citations accumulates approximately 1,000 hidden ci-
tations. While this scaling suggests that citations are the main 
driving force of hidden citations, our measurements indicate 
otherwise. Indeed, we find a negligible correlation (ρ ≈ 0.016) be-
tween p(cite |mention) (the probability of being cited if men-
tioned) and the number of citations for the respective topic 
(Fig. 2c) (Section S8). We find, however, a strong negative correl-
ation (ρ ≈ −0.611) between p(cite |mention) and the number of 
mentions per topic (Fig. 2d). In other words, the more discussed 
is a discovery in the textual context of a paper, the less likely sci-
entists feel the need to explicitly cite it, a “burden” of success that 
is independent of the publication venue (Fig. 2e–h).

To explore the impact of hidden citations on bibliometric meas-
ures, it is tempting to calculate the hidden citations of individual 
foundational papers (Section S11). We must approach this with cau-
tion: since our methodology operates at the topic level, transferring 
citation counts from topics down to individual papers is inherently 
imprecise and cannot be guaranteed to be accurate. Consequently, 
the paper-specific observations we offer here should be viewed as 
provisional insights rather than definitive conclusions.

Our first observation is that the ratio of hidden to explicit cita-
tions is, on average, 0.98:1, indicating that papers tend to acquire 
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hidden citations at the same rate as they acquire explicit citations. 
Yet, we do observe considerable variability in this ratio. Hence, for 
some foundational papers hidden citations can dominate over ex-
plicit citations. Examples include the paper introducing the 
cosmological inflation theory in 1981 that acquired 8.8 times 
more hidden citations than explicit citations, or the 1974 work 
that merged the electromagnetic, weak, and strong forces into a 
single force, which accumulated 6.6 times more hidden citations 

than explicit citations. This prompted us to calculate the changes 
in citation-based ranks between foundational papers (Section 
S11). As Fig. 4(a) indicates, most papers in the top 100 list suffer 
rank loss (green lines), thanks to a few publications that accumu-
late an exceptional number of hidden citations, and gain signifi-
cantly in rank (red lines). For example, the most cited paper of 
arXiv, the 1999 paper which started the formal theory of AdS/ 
CFT, loses its top ranking once we take hidden citations into 

c d e f

b

a

Fig. 1. Hidden citations. a) A foundational paper is a manuscript that introduces a new concept that subsequently defines a topic of inquiry by the 
scientific community, such as the topic “anti-de Sitter/conformal field theory,” also known as “AdS/CFT (26).” Papers focusing on the topic mention the 
catchphrase “AdS/CFT” or “anti-de Sitter/conformal field theory,” followed by a citation to one of the foundational papers. Often, however, the 
catchphrases are present without explicit citations, resulting in hidden citations. b) Exemplary topics selected from high energy physics (hep), condensed 
matter physics (cond), quantum physics (quant), and astrophysics (astro), together with their corresponding catchphrase(s) (lemmatized as word stems) 
and foundational paper(s) (Microsoft Academic Graph id). Darker arrows denote the algorithm’s higher statistical confidence for the respective 
foundational paper. c–f) Time evolution of citations and hidden citations for the topics listed in (b). The arrows denote the publication date(s) of the 
foundational paper(s) for each topic.
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account, to the 1981 paper previously ranked #8, which started the 
phenomenological study of the cosmological inflation theory 
(Fig. 4a). Hidden citations could potentially have an impact on au-
thors as well. To see if this is the case, we adopted the Microsoft 
Academic Graph’s “author saliency” metric, that relies on the het-
erougeneous network structure of the connectivity of articles, au-
thors, and journals, designed to be less susceptible to raw citation 
counts and temporal bias (31). We find that, when we compare 
two foundational papers with similar numbers of explicit cita-
tions, authors with more hidden citations have higher average sa-
liency, a positive correlation notable for papers with less than 
3,000 citations (Fig. 4b). This suggests that OBI tends to correlate 
with a positive impact on authors whose papers’ full citation 

impact has not yet developed. Interestingly, the effect disappears 
for well-recognized papers, for which missing citations does not 
appear to affect their authors’ reputation.

Papers that became foundational papers and acquired hidden 
citations tend to be highly cited, accumulating on average 
434±34 explicit citations, in contrast with 1.4 explicit citations 
for all physics papers in the corpus. Yet, not only highly cited pa-
pers acquire hidden citations. We find that even among papers 
with citations ≲500, a nonnegligible fraction (>10%) of papers 
may acquire hidden citations (Fig. 4c). Since our approach to 
identifying hidden citations (see Materials and methods) is con-
servative, designed to reduce false positive errors, the actual 
fraction of papers that acquire hidden citations is likely higher. 
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Fig. 2. Factors that drive hidden citations. a) The temporal change of p(cite |mention), the probability that a paper mentioning the topic-specific 
catchphrases will also cite the foundational paper, as a function of time (years since publication). On average, p(cite |mention) per topic drops by 
approximately 20% after 20 years of publication of the first foundational paper. Error bars represent 95% confidence intervals. b) Topics with more 
citations (c) tend to have more hidden citations (h) (with Spearman’s rank correlation ρ ≈ 0.381 and null hypothesis H0 rejected). Most topics fall into the 
95% single-observation confidence bands with a log–log slope 0.763±0.208, indicating that h ∼ c0.763. c) p(cite |mention) as a function of citations per topic 
(ρ ≈ 0.016, H0 not rejected), indicating that the probability of a textual reference becoming a hidden citation is not driven by the number of citations to the 
topic. d) p(cite |mention) as a function of mentions per topic (ρ ≈ −0.611, H0 rejected). The strong negative correlation indicates that hidden citations are 
driven by the number of textual mentions of the topic. Most topics fall into the 95% confidence bands with a log-linear slope −0.27±0.04. The pattern holds 
for four distinct publication venues e–h).
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We also find that hidden citations are not limited to older papers, 
but they accompany recent publications as well (Fig. 4d), such as 
the discovery of gravitational wave (2016) or exclusion of dark mat-
ter particles in the Large Underground Xenon experiment (2017).

Finally, we investigated the sociodemographic characteristics 
(gender, country of origin, and the prestige of institution) of the 
authors of foundational papers (Section S12). We find that hidden 
citations capture a universal phenomenon that can emerge in any 
institution, regardless of their level of prestige, and we observe no 
statistically significant bias based on gender or country of origin in 
hidden citations apart from the overall biases in explicit citations 
that have long been observed (32–35). Hence, although the meth-
odology presented in the paper can account for additional hidden 
citations, it simply reflects the existing biases.

Depending on the specific assumptions made in our method-
ology to redistribute credit from topics to individual papers, the 
observations (Fig. 4a–d) will likely look different. This serves as a 
reminder of the significant role hidden citations—and how they 
are calculated—play in the allocation of scientific credit.

These observations highlight the potential risks associated 
with ignoring or misidentifying hidden citations in credit alloca-
tion. Such risks raise an important question: what determines 
the emergence of hidden citations? Our analysis suggests that 
there is a prerequisite for a paper to acquire hidden citations: it 
must develop exclusive catchphrases that are synonymous to 
the paper itself, becoming a “conceptual symbol” (36, 37) within 

the field. For example, whenever “quantum discord” is mentioned, 
an expert in the field will immediately link it to the 2001 founda-
tional paper, and vice versa, seeing a citation to that particular ref-
erence, an expert thinks of “quantum discord.” To quantify this 
dual correspondence, we first measured the degree of nonexclu-
sivity of linking a given n-gram w to a paper d by calculating the 
specific conditional entropy S(d |w) (Section S13), finding that 
S(d |w) is considerably lower for catchphrases than for non- 
catchphrases. For example, S(d | ′′quantum discord′′) ≈ 4.07 in 
contrast with S(d | ′′quantum mechanics′′) ≈ 6.73, indicating that 
“quantum discord” is a catchphrase pointing to a well-defined 
foundational paper, while “quantum mechanics” is too general 
to be exclusively assigned to one or a few foundational papers. 
Inversely, we measured the specific conditional entropy S(w | d) 
of seeing paper d and linking it to an n-gram w, finding again 
that S(w | 1571385165) ≈ 5.97 for the 2001 foundational paper 
with catchphrase “quantum discord” is lower than the highly cited 
1999 paper also focusing on quantum information processing, 
S(w |2097039598) ≈ 7.72, but not categorized by our algorithm as 
a foundational paper. These results confirm that to develop hid-
den citations, a (catchphrase)—(foundational paper) pair must ac-
quire mutual exclusivity: a paper does not accumulate hidden 
citations if its conceptual significance does not lead to an unam-
biguous catchphrase, or if that catchphrase is not exclusive 
enough for the community to unambiguously link it back to the 
original paper.
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Asking where such exclusive catchphrases originate, we find 
that for 78.8% of the 880 foundational papers the corresponding 
catchphrases do not appear in the titles or the abstracts of them 
(Section S14). This indicates that catchphrases are typically not 
proposed by the authors of the foundational papers, but are as-
signed later by the community (37). We also find that 26.0% of 
all foundational papers have catchphrases that correspond to 
eponyms (e.g. “Kardar–Parisi–Zhang equation,” that governs sur-
face growth) and another 7.1% acquire the names of experimental 
projects (e.g. “Super-Kamiokande,” the discovery of neutrino oscil-
lation) (Section S14). Eponym-related catchphrases emerge main-
ly for papers with short author lists—indeed, foundational papers 
with eponyms as catchphrases have 2.50±0.36 authors on 

average, in contrast with 72.4±26.5 authors for noneponym- 
related catchphrases, and 405±164 for papers with experiment- 
related catchphrases (Fig. 4e).

Identifying hidden citations in all areas of science requires a 
large and unbiased corpus of full-text citation contexts. While 
such a corpus is so far unavailable for all science, we have ac-
cess to 818,311 computer science and 140,865 biology full-text 
manuscripts, allowing us to identify catchphrases and founda-
tional papers in these fields as well (Fig. 5a). The patterns gov-
erning hidden citations are largely indistinguishable from 
those documented for physics: we observe a significant num-
ber of hidden citations for established research topics like 
“Kalman” (refining estimates from new measurements) and 

a

b c d

e

Fig. 4. Foundational papers. a) Changes in the citation-based ranks of the top-ranked foundational papers after taking hidden citations into account, 
shown by arrows from the old explicit-citation-based rank to the new explicit-plus-hidden-citation-based rank (green: rank rise; red: rank drop). After 
accounting for hidden citations, the “cosmological inflation theory” paper (2134251287), ranked #8 based on explicit citation counts, takes the top spot. b) 
For foundational papers with similar numbers of explicit citations, the paper with more hidden citations tends to result in higher average author saliency 
(inset). The proportion of papers in the corpus that can acquire hidden citations increases with c) the explicit citations but not with d) the publication year 
of the papers. Error bars represent 95% confidence intervals. e) Distribution of foundational papers by the number of authors per foundational paper, 
shown for all catchphrases (black) and for eponym-related (blue) and experiment-related catchphrases (green).
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“ESS” (evolutionary strategies in natural selection) and even for 
newer topics like “deep RL” (deep neural networks and artificial 
intelligence) and “ViennaRNA” (analysis of RNA structures) 
(Fig. 5b–e). We also analyzed a corpus of 88,637 full-text 
Nature articles (38), which cover multiple disciplines, finding 
evidence of hidden citations in highly selective peer-reviewed 
venues as well (Fig. 5f–i). These results indicate that hidden ci-
tations are a universal phenomenon, emerging in all areas of 
science and publishing venues, disciplines, and research 
topics.

Discussion
Acknowledging discoveries on which new research builds on is an 
integral part of the scientific discourse. Yet, with the exponential 
growth of science and limits on the number of allowed references, 
a paper’s ability to credit all sources of inspiration is limited. Such 
limitations lead to inevitable credit distortion, manifest in situa-
tions where the textual context indicates that credit is due, but 
it is not accompanied by explicit citations to the pertinent work. 
Hidden citations capture the “burden” of success in science: the 

more widely a concept is used by the scientific community, the 
more likely that it will accrue hidden citations.

Systematically tabulating hidden citations, together with expli-
cit citations can help us more accurately identify emerging topics 
and evaluate their true impact (8, 9). That being said, both explicit 
and hidden citations represent unequal “atoms of peer recogni-
tion (39),” offering different degrees of credit per citation. 
Indeed, when citations point to highly cited papers (driven by 
the authors’ fame, race, gender, etc.) without contributing to the 
paper’s topic, they offer less credit (40). Negative citations (41) 
should also offer less credit than positive citations; yet, we find 
that the prevalence of negative or positive texts is low in both 
the explicit and hidden citations of foundational papers (Section 
S6). This can be attributed to the fact that in order for a paper to 
become a foundational paper and acquire hidden citations, the 
discovery or technique it presents should have already been ac-
cepted as common knowledge, leaving limited room for debates. 
There is also a difference in crediting conceptual versus methodo-
logical advances: while papers that cite the foundational papers 
but fail to give appropriate textual references are extremely rare 
(Figs. 1c–e and 5b–d, f–h), for papers introducing databases 
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(Fig. 1f) or tools (Fig. 5e,i) textual references are less frequent. One 
explanation is that these foundational papers are not just cited for 
their dataset or methodological efforts; they are also frequently 
cited for supporting the corresponding general concept, namely, 
“baryon oscillation” or “RNA structure.” In the latter case, authors 
often fail to mention the words “survey” or “package” when citing 
these papers. This textual bias suggests that database or meth-
odological advances are often less acknowledged, in line with earl-
ier findings (42). This is because when playing the supportive role 
of a general concept, the papers lost their merits as foundational 
papers. The community working on the general concept often 
benefits from the database or methodological efforts without text-
ually referencing and explicitly acknowledging the effort that 
went into creating it (Section S7).

It is, therefore, important to go beyond simple counts of explicit 
and hidden citations, and develop new metrics that can also dif-
ferentiate the degree of credit carried by each citation, a process 
to which a complete corpus of both explicit and hidden citations 
is a prerequisite.

While our unsupervised methodology allows us to tabulate hid-
den citations at scale, the current methodology is designed to be 
conservative and to minimize false positive errors (see Materials 
and methods). Thus, currently it may overlook hidden citations, 
limiting the completeness of topics. Note that the missing hidden 
citations can be recovered by lowering the identification thresh-
olds, at the expense of increasing false positive errors. Another 
limitation is that some topics may not be present in the arXiv cor-
pus, either because they have not been studied or discussed in a 
sufficient number of arXiv papers or because they are too narrow 
or outdated. They could be recovered if we apply our algorithm to 
a more extensive full-text database that spans multiple disci-
plines and time periods. However, there is a major barrier to 
achieving this: the lack of systematic access to full-text papers. 
Indeed, while citation counts and other metadata are now freely 
and easily available for research purposes, access to the full text 
of all research papers is restricted by commercial interests, limit-
ing the deployment of tools capable of accurately tabulating hid-
den citations and their role in the scientific discourse.

Materials and methods
Traditionally, the LDA model is used to uncover latent topics with-
in a collection of documents. Each document is assumed to be a 
mixture of multiple topics, and each topic is characterized by a 
distribution over phrases. Here, instead of exploring latent topical 
structures, we focus on the explicit textual observables, aiming to 
reveal the correspondence between phrases and documents.

The input of the LDA model is a list of 2-tuples {w, d} between 
an n-gram w (a phrase of n words, where the value of n can freely 
vary to accommodate long phrases) and an accompanied text- 
based document d (denoted by a unique code, e.g. the Microsoft 
Academic Graph [MAG] id (43)). The document does not contain 
the full text of the MAG paper d. Instead, it comprises the citation 
contexts of d, which represent the textual discussions by the com-
munity when citing d. Each 2-tuple accounts for an exact occur-
rence of an n-gram w in document d. For example,

input =

{′′string theory′′, 2166248051}
{′′gauge-gravity duality′′, 2166248051}

{′′quantum discord′′, 1571385165}
· · ·

⎛

⎜
⎜
⎝

⎞

⎟
⎟
⎠.

The output of the LDA model is a list (of the same length of the 
input) of 3-tuples {w, z, d}, where each input 2-tuple {w, d} 

acquires a new latent variable z that corresponds to a specific 
topic, such as

output =

{′′string theory′′, topic 1, 2166248051}
{′′gauge-gravity duality′′, topic 1, 2166248051}

{′′quantum discord′′, topic 2, 1571385165}
· · ·

⎛

⎜
⎜
⎝

⎞

⎟
⎟
⎠.

The output indicates that “string theory” and “gauge-gravity 
duality” belong to the same topic 1, while “quantum discord” be-
longs to a different topic 2. The joint probability P(w, z, d) of the 
concurrent occurrence of the 3-tuple {w, z, d}, which can be esti-
mated from the output, enables us to define and calculate two 
key terms: 

1. An n-gram w with P(z |w) > Pcatch
th is a catchphrase of topic z, im-

plying that whenever the n-gram w is seen in a document, we 
are confident that topic z is referred to. For example, if there 

are 1,919 occurrences of {w =′′ quantum discord′′, z, d} in the 
output, among which 1,916 3-tuples also have z = 3, then 
P(z |w) ≈ 0.998 ± 0.002, representing the conditional probabil-
ity of referring to topic z = 3 given occurrence of w =“quantum 

discord.” If P(z |w) is larger than Pcatch
th , then we have statistical 

confidence that “quantum discord” is a catchphrase of the 
topic z = 3.

2. A document d with P(d | z) > Pfound
th is a foundational paper of 

topic z, implying that whenever topic z is referred to, we ex-
pect a citation to the MAG paper d, indicating that the founda-
tional paper is sufficiently disruptive (16) to serve as a 
representative of the topic. For example, if there are 9,742 oc-
currences of {w, z = 3, d} in total in the output, among which 
2,091 3-tuples also include the document d = 1571385165, 

then P(d | z) ≈ 0.215 ± 0.008 which, if larger than Pfound
th , makes 

d = 1571385165 a foundational paper of topic z = 3.

We rely on a strict criterion to choose catchphrases 
(Pcatch

th = 0.95) but a loose criterion at including foundational pa-
pers (Pfound

th = 0.05), reducing the false positive rate of incorrectly 
assigning a too general n-gram as a catchphrase, or concentrat-
ing too much hidden citations for only one or two papers, hence 
remaining conservative at identifying hidden citations per foun-
dational paper. This unavoidably results in the exclusion of 
some topics for which the catchphrases and foundational pa-
pers are less exclusively defined. Therefore, our results are not 
based on a complete collection but a sampled aggregation of 
topics.

After a latent topic z is inferred by LDA, we identify all papers 
that follow and explore the topic z (Fig. 1a), including all the pa-
pers that explicitly cite the foundational paper(s) of topic z, as 
well as papers that only mention the topic-specific catchphrase(s) 
but lack citations to the foundational paper(s) (Section S4). The 
latter corresponds to hidden citations, as they explicitly build on 
the catchphrase(s) associated with topic z. For example, a hidden 
citation is detected when a paper mentions the catchphrase 
“quantum discord” but lacks a citation to the foundational paper 
d = 1571385165.

We trained the LDA classifier using the unarXive dataset (44) 
that offers full-text coverage for 1,043,126 publications, anno-
tated with citation contexts, obtained after merging the entire 
arXiv (45) with MAG (43) (Section S1). Established in 1991 as the 
first preprint archive, arXiv offers a fairly unbiased coverage of 
physical sciences. We identified from the citation contexts (from 
arXiv) all n-grams w and each paper d (in MAG) they refer to 
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(Section S2), initially filtering out books and reviews. Following the 
arXiv taxonomy, the results are categorized into five categories 
(Section S5): high energy physics (“hep”), condensed matter phys-
ics (“cond”), quantum physics (“quant”), astrophysics (“astro”), 
and the rest (“other”). For example, the LDA model predicts that 
each time the catchphrase “anti-de Sitter conform field theory” 
is mentioned, it should be accompanied by either a reference to 
the 1999 paper (2166248051) by Maldacena (26), or to 
(2039609754) by Gubser, Klebanov, and Polyakov, both within 
the “hep” topic “AdS/CFT” (Fig. 1b). Similarly, for the “density ma-
trix renormalization group” catchphrase, the LDA model expects 
references to two papers (2037768897 and 2016407890) by 
White, within the “cond” topic “DMRG” that focuses on many-body 
ground-state wave functions (Fig. 1b). To validate the accuracy of 
LDA, we have consulted specialists in “hep” and “quant” to manu-
ally check ten randomly selected topics each (Section S5). We find 
that 9 out of 10 of the specialists’ choices of the foundational pa-
pers are identified by the algorithm, resulting in a 90% effective-
ness of our automated approach.
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